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1. INTRODUCTION

Given a function! and a certain cone of functions, the problem of isotone
optimization involves determining an element in the cone nearest to f
A suitable norm II '11 is introduced as a measure of the distance Ilh -!211
between two functions,J! and!2 . The term "isotone" originates from the fact
that the cone of functions under consideration is indeed the cone of isotone
functions on a partially ordered set. Specifically, let X be a partially ordered
set with a partial order < and let j/ = j/(X) be the linear space of all
bounded real valued functions defined on X. A function h E j/" is called an
isotone function if hex) <; hey) whenever x, y E X and x <y. Let
JI = AI(X) E"f/" be the convex cone of isotone functions. Given aWE 'f/,
w(x) :;?: 0 > 0 for all x E X, define a weighted uniform norm II . till' on "f/" by

11!llll' = sup w(x) I j(x)!,
XEX

(Ll)

The problem under consideration in this article is: Given!E 1/, find g E JI,
if one exists, such that

II! - g Ilw = inf III - h Ilw .
1lE.I/

(1.2)

Note that if If/= J{ then infhEJt II! - h [Iw > 0 and hence arbitrarily close
"approximation" to I is not possible. The weight function W is deliberately
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introduced in (Ll) to take into account the relative importance of values off
on X. Ifw(x) = 1for all x E X, (Ll) gives the usual uniform or Tchebycheffian
norm well known in approximation theory. Of course, norms other than
Ii . [fw may be considered in (1.2). The solution of the problem then wiE
evidently depend upon the norm under consideration.

In Section 2 we first consider the case in which X = [a, b], a closed interval
of the real line, which is a totally ordered set. In this case J/( becomes the
class of monotone (nondecreasing) functions on [a, h]. In remarks in this
section we indicate how to extend the results of this case to an arbitrary
partially ordered set. In Theorem 1, we establish a duality result which gives
the value of infhEoA'/llf - h II", in terms of f and w only. We also show the
existence of a solution g satisfying (1.2) and give explicit expressions for th,,;;
set of all such solutions, which is easily seen to be a convex set. In Theorem 2
we establish properties of this solution set. Our Main result is Theorem 3,
which states that, if f is continuous on [a, b] and not itself nondecreasing,
we can find an infinitely differentiable function g in .Jt satisfying (1.2).

In [8] we considered a more abstract version of this problem on L,JX, Z,
where X is a totally ordered set, (X, 1), flo), a complete positive measure space
and Lao, the space of flo-essentially bounded ,u-measurable real functions
defned on X. The setting of the case of the bounded functions considered
in this article has, owing to its more restrictive nature, a richer structure tha[t
the general abstract version, and here as well as in [9] we pursue the investi
gations further to analyze this structure. With reference to the duality result
contained in Theorem 1 we remark here that the duality principle in linear
spaces points out a correspondence between an extremum problem on the
space and an extremum problem on the dual space. For a detailed treatment
of duality relationships encountered when approximating elements from those
in a given convex set see Ubhaya [10] and other references therein.

A class of problems similar to the one considered in this article has
appeared frequently in the literature. Here a function defined on 1/ and.
satisfying certain conditions is minimized on J{ instead of the norm il . !:", .
See [5,9, 13, 14] and other references therein. A particular example of this
problem occurs when the L p norm, 1 ~ p < CIJ, is used in (1.2) instead cf
the norm II . Ilw' These problems are motivated mainly because of their
applications to statistical analysis involving restricted maximum likelihood
estimation. In [9] we shall elaborate more on these problems and show that
the problem with the L p norm has a definite relationship to our problem
defined by (1.2). Still another class of problems involving approximation
from finite dimensional spaces called the problem of monotone polynomial
approximation introduced by Shisha [6J and investigated further by G. G.
Lorentz and Zeller [2J, R.A. Lorentz [3], Ubhaya [12] and others, has aroused
interest in the literature. All these problems involve a common concept-
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approximation from a convex cone of functions-predominantly the convex
cone of isotone or nondecreasing functions.

2. MAIN RESULTS

We consider the case when X = [a, b], a closed interval of the real line.
Let "Y, j( and II . Ilw be as defined in Section 1 with the modification that
X = [a, b]. In addition let 75' = 75'[a, b] C "Y be the linear space of continuous
functions and 'fjoo = '(ffOO[a, b] C 75', the linear space of infinitely differentiable
functions. For Olf C "Y let

P1L(f) = inI Ilf - u 11/0, fE"Y.
uE-a

The problem of Section 1 takes the form: GivenfE 1/', find g E .lit such that
PvI/(f) = Ilf - g Ilw .
. Let

s = {(x, y) E [a, b] X [a, b]: x, y E [a, bj, x ~ y}.

For a fixed fin "Y we define the following:

8 \V(x) w( v)
= su~ \V(x) + H;(y) (f(x) - fey»~;

(X,Y)eS

! w(x) w(y) I
T = (x, v): (x, v) E S, () + ( ) (f(x) - fey»~ = 8 ;- - wx wy

p = U [x,y];
(X,lI)ET

Q = U {x,y}; and
(x,lI)ET

m(x ,) = \V(x)f(x) + w(y)f(y)
- , y w(x) + w(y) ,

Define also the functions,

x,yE[a,b].

g(x) = sup (f(z) - 8jw(z»,
zE[a,xl

g(x) = inf (f(z) + 8jw(z»,
ZE[.~,bl

We now state our theorems.

XE [a, b],

xE[a,b].



ISOTONE OPTIMIZATION, I 149

THEOREM 1. Letf, IV EO:"Y. Then we have:

(A) The Duality Theorem.

e= sup .~I~~Y) II'(~) ) (f(x) - fey»~ = n;i~ lif - h Ilw = Pjf(f). (2.1)
(X,Y)ES jj; -" + H~y !/-.]

Hence (J :S;; :Ifll", .

(B) The Characterization Theorem.

Furthermore, for g EO: Jt

and e= P.t;(f) = ilf - g Ii", = lif - g !:w .
(2.2)

e = PJI(f) = Ilf - g :'('

holds if and only ifg :S;; g :S;; g.

THEOREM 2.

(A) Let f, II' EO: 'f/. Then in addition to the results of Theorem 1,
g, g E Jt n 'f/. Hence

e = PJI(f) = PJfnr;(f) = Ilf - g 1:,(. = [if - if Ii", . (2.3)

Iff¢; Jlt (¢> e> 0) then
s

p = U [c", d,J,
k~I

where s is some positive integer,

a :S;; c" < d" :S;; b for all k,

d" < CHI, k = 1,2,... , s - 1
and

(c" , d,,) EO: T for all k.

Also, in this case the following holds:

(2.4)

with

(i) g(x) = g(x) if and only if x EO: P, (2.5)

g(x) = g(x) = m(ck , d/,:) for all x EO: [c" ,dk ], for all k, (2.6)

where

(ii)

m(ck , d,J < m(ck+! , d/,:+!), k = 1,2,... , s -- 1.

!V(x) [fIx) - g(x) I = w(x) If(x) - g(x)i = e
for all x EO: Q.

(2.7)

(2.8)
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(B) Iff, ware absolutely continuous, then g, g are absolutely continuous
and other results as in (A) hold.

THEOREM 3. Letf, W E '(f,f 1= ~t. Then there exists a k EAt n '(fro such that

o < B = PJI(f) = PJI0/Cro(f) = lif - k Ilw •

Remarks. (i) The results of Theorem 1 are true for an arbitrary partially
ordered set X with order < provided we replace S, g and g in Theorem 1 by
the corresponding quantities defined below:

S={(X,y)EXX X:X,yEX,X<y},

g(X) = sup (f(z) - Bfw(z)),
{ZEX:Z:O;X}

g(X) = inf (f(z) + Bfw(z)),
{ZEX:Z:;'X}

XEX,

XEX.

The proof for the partially ordered case is similar to that of Theorem 1 given
in Section 3. When X is totally ordered, Theorem 1 also follows from the
abstract results in Ubhaya [8], however, the version of Theorem 1 for a
partially ordered set and Theorems 2 and 3 do not follow from these results.
Since a much simpler proof can be given to cover all the cases considered in
this article, we give it in Section 3.

A min-max form of a g satisfying (1.2) appears in Ubhaya [11]. It is given
by g(x) = inf sup m(y, z) = sup inf m(y, z), for x E X, where the inf and sup
are taken respectively over the sets {z EX: z > x} and {y EX: Y < x}. A
proof of this result may be given as in [8].

(ii) When X = {Xl' X 2 , ... , x n} is a finite partially ordered set, the isotone
optimization problem has the following linear programming formulation:

Minimize z, subject to

W/it -gi) ~ Z,

-Wi!i - gi) ~ z,

i = 1,2, , n,

i = 1,2, , n,

gi ~ gj whenever Xi, Xj E X and Xi < Xj.

Here, for convenience we have introduced the notation,j(xi) = it, g(Xi) = gi
and W(Xi) = Wi for all i. For an introduction to linear programming see
Dantzig [1]. Our characterization of the solution of the problem indeed shows
how to solve the problem without resorting to some form of matrix inversion
necessary in linear programming.

(iii) It is the result of Lemma 1 of Section 3 that f E~t if and only if
B = O. Hence from the definitions of g and g we conclude that g = g = f
ifand only iffE "'t. Therefore ifjE At - '(fro, there does not existgEAt n '(fro
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satisfying PJI(f) = lif - gil,", Theorem 3, on the other hand, shows that if
f E '6' - oft and 1'1' E '6', then it is always possibie to find such agE .,It r'; C6'Xl.

(iv) To understand the significance of the duality result, Theorem J, A,
in terms of the dual extremum problem, see Ubhaya [10].

3. PROOFS

We now proceed to the proofs of theorems stated in Section 2.

3.1. LEMMA 1. 8 = °if and only iffE Jr.

Proof IffE vii, then for all (x, y) E Swe havef(x) ~ fCY). Since (x, xl ES
for all x E [a, b], it follows that e = O. Iff ~ vlt. then there exists (x, y) E S.
X < y such thatf(x) > fey). Hence

8 ~ (w(x) It"(y)!(w(x) + w(y»)(f(x) - fey)~ > o.
3.2. Proofof Theorem 1. We first show that () ~ ill - h I:", for all h EO ok.

Let (x, y) EO Sand 71 = Ilf - h II", . Then clearly

w(x) If(x) - hex): ~ 7],

w(y) If(y) - h(Y)1 ~ 7).

Now since hey) - hex) ~ 0, we have,

f(x) - fey) ~f(x) - fey) + hey) - hex)
~ If(x) - hex): + If(y) - hCv)'
~ 7](l!W(X) + lfw(y».

It follows that 8 ~ Ilf - h II,",
Clearly g and g E vii. To prove (A), it now suffices to show that

e = II! - gil",. Let x E [a, b]. From the definition of g it follows that
g(x) ~ f(x) - 8!w(x), i.e., w(x)(g(x) - f(x) ~ -e. Now let E > 0; then
there exists Z E [a, x] such that g(x) ~ f(7:) - e!w(z) + E. By the definition
of 8 we must have,

fez) - 8jw(z) ~f(x) + fJjw(x).

Hence, g(x) ~ f(x) + 8jw(x) + E. It follO\vs that g(x) ~ f (x) + B/w(x), i.e ..
w(x)(g(x) -f(x)) ~ e. Thus lif - gil," = e.

(Bf As in the proof for (A), we- may show that I:f - g Ii", = e. Suppose
now g E "II and satisfies 8 = Ilf - g Ilw . Let x E [a, b]. By the definition ofg,
given an € > 0, there exists z E [a, x] such that g(x) ~ fez) - ()!w(z) -I- ~.
Now, since g(z) ?" fez) - e!lt'(Z) and g E .'It, we have

g(x) ~ g(z) + E ~ g(x) + E.
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Hence g ~ g and specializing for g = g we have g ~ g. We may similarly
show that g ~ g. If g ~ g ~ g, then clearly Ilf - g Ilw = (). The proof of
Theorem 1 is now complete.

In what follows we establish a number of lemmas before we prove
Theorems 2 and 3. These lemmas will first uncover properties of the sets T,
P and Q and subsequently will reveal the structure ofg and g.

3.3. Decomposition of P.

In this section we assume thatj, w EO «j and () > O. Note that by Lemma 1,
the assumption () > 0 is equivalent to f ¢= .41. It follows that T, P and Q are
nonempty. We show that there exist a finite number of disjoint closed
intervals [c", dd C [a, b], k = 1,2'00" s such that (2.4) holds.

Clearly m(x, y): [a, b] X [a, b] -+ R is a continuous function. Let

r = {y: y = m(x, y), (x, y) EO n.
We define an equivalence relation .-v on T by (x, y) ,...., (u, v) if and only if
m(x, y) = mel!, v), where (x, y), (u, v) EO T. Then,

T" = {(x, y): (x, y) EO T, m(x, y) = y},

are equivalence classes.
By continuity of m, r is bounded. Define

cy = inf{x: (x, y) EO T,,},

d" = sup{y: (x, y) EO T,,}.

Clearly, c" < d" since by our assumptionf¢= .41.

LEMMA 2. Let y, a EO r, (x, y) EO T. Then

(i) m(c" , d.,) = y, (cy , d,,) EO To' , {coy, d,,} C Q.
(ii) [x, y] n [c" ,d,,] 01= 0 -¢> m(x, y) = y.

and hence

[c", d,,] =U {[x, y]: (x, Y) EO T, [x, y] n [c", d,,] oF 0}.

(iii) y oF a-¢> [c" , d,,] n [c", do] = 0.

Proof (i) There exists (xn , Yn), (Un, Vn) EO T, n = 1,2'00' such that
X n -+ C" , Vn -+ d" , m(x,n ,Yn) = m(un , Vn) = y, for all n. We then have,

f(xn) - ()!w(xn) = f(Yn) + ()!w(Yn) = y,

f(u n) - e!w(un) = f(vn) + ()!w(vn) = y.
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Consequently,

Letting 11 ---+ 00, by the continuity off and If \ve have

f(cy ) - ()jw(cy ) = Y = fed;) + 8jwCd).

It follows that

] 53

(3.n

Hence (cy , dy) E T. Now multiplying the first equation in (3.1) by w(ey) and
the second equation by w(dJ, adding and simplifying, we have mCey , dy) = y
and hence {cy , dy} C Q.

(ii) By the definition of (), for a ~ x ~ y ~ b we have,

f(x) - ()jw(x) ~ fey) + Bjw(y). '1 )\
~ ....~;

If [cy , dy] n [x, y] =1= 0 then we have x ~ d" , Cy ~ y. From (3.1), (3.2) and
the definition of () it follows that

f(x) - ()jw(x) ~f(dy) + ()jw(dy ) = y = f(c") - ajw(ey )

~f(y) + ()jw(y). ~3.3)

But since (x, y) E T, (3.2) holds with equality and hence from (3.3)

f(x) - ()jw(x) = fey) + Bjw(y) = y,

and m(x, y) = y. If (x, y) E T and m(x, y) = y then Cy ~ x < y ~ dy •

(iii) This follows at once from (i), (ii) and the definition of cy , dy •

The proof of the lemma is now complete.
Recall our assumption thatf¥' J!I. We now state and prove:

LEMMA 3. (Finiteness of r). r is a finite set.

Proof Consider (cy , dy), y E r. Then

f(cy) - f(dy ) = ()(l/w(cy ) + l/w(dy» ~ 2()/( maxJv(x» = Of > O.
"'E[a,be

Therefore by uniform continuity off on [a, b] there exists 8 > 0 such that
dy - Cy > 0 for all y E r. Since the intervals [c y , dy] are disjoint by Lemma 2,
the result follows.

We write r = {YI' Y2 , ... , Ys} where Yk < Yk+l' k = 1,..., s - 1, and
[cy > ' d,) = [c" ,d,,), k = 1,2,... , s. Then (2.4) holds and m(ck' dk) = 'Yk .

3.4. Properties ofg and g

In this section we establish properties ofg and g.
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LEMMA 4. Iff, WE Cf? then g, g E Cf?

Proof Using the definition of g we may write for y > x,

g(y) = max{g(x), max (f(z) - 8jw(z))}.
- ZE[X,Y]

Hence,

g(y) - g(x) = max{O, max (f(z) - 8jw(z) - g(x))}.
- - ZE[X,}'] -

But noting that g(x) ?: f(x) - 8/w(x), we conclude that

°~ g(y) - g(x) ~ max{O, max «(f(z) - 8jw(z)) - (f(x) - 8jw(x)))}.
- ZE[X,YJ

From the continuity of f - 8/11', the continuity of g follows. In a similar
manner we may show that g E Cf?

LEMMA 5. Assume f, 11' E 'f5 and 8 > 0, then

g(x) = g(x) = 'Yk for all x E [Ck , dk],
w(x) If(x) - g(x) I = w(x) If(x) - g(x) I = 8

k = I, 2, ... ,s,
for all x E Q.

Proof We first show thatg(x) = 'Yk for all x EO [Ck' dk]. Letting'Y = 'Yk,
Cy = Ck and dy = dk in (3.1) we conclude that

f(c k) - 8/W(Ck) = 'Yk = f(d1J + 8/w(dk),

If a ~ z ~ dk , then by the definition of 8 we have,

k = 1,2,... , s.

fez) - 8/w(z) ~ f(dk ) + 8/w(dk) = 'Yk .

From the definition ofg it follows that g(x) ~ 'Yk for all x E [a, dd. But since

g(ck) ?: f(ck) - 8/w(ck) = 'Yk'

and g is nondecreasing, we conclude that g(x) = 'Yk for all x E [Ck , dk]. The
fact that g(x) = 'Yk for all x E [ck , d,.] may be established in a similar manner.

Let X E Q. We show that w(x) If(x) - g(x) I = 8. By the definition of Q,
there exists y E [a, b] such that either (x, y) E Tor (y, x) EO T. We consider the
case for which (x, y) EO T; the other case can be treated similarly. Since r is
a finite set (Lemma 3), it follows that m(x, y) = 'Yk for some k = 1, 2, ... , s.
Hence by Lemma 2, [x, y] C [Ck , dd. Since g is nondecreasing we have

'Yk = g(Ck) ~ g(x) ~ g(y) ~ g(dk) = 'Yk .

It follows that g(x) = 'Yk and

w(x)lf(x) - g(x)1 = w(x)1 f(x) - m(x, y)1

\V(x) w(y)
= w(x) + w(y) If(x) - f(y)J = e,
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the last equality following from the fact that (x, y) E T. The proof for it is
simiiar.

LEMMA 6. AssumeJ, II' E re and a> 0; then

(i)

(ii)

g(x) > Yk

g(x) < YI,

if x> dli:
if x < ek'

Proof (i) Suppose that for some x > dk , g(x) = Yk' Then by t!l(!
definition of g there exists y E [x, b] such that

Yk = f(ck) - a/W(Ck) = f( y) + B/w(y).

We then have,

Hence (el: , y) E Tand by Lemma 2, [Cit, y] C [ek , dxJ which is a contradiction
since CI: < dl: < y.

(ii) The proof for this case is similar.

LEMMA 7. Assume J, II' E re and e > 0: then

g(x) < g(x) for all x E [a, cl ) U ([3 (dl·, Cli:+J') V (ds , bj.
\ k~l .

Proof If, on the contrary, for some t E (dl:' ClcH), k = 1,2'00" S - 1,
get) = get) holds, then by the definitions ofg and g we must have

get) = feu) - a/w(u) = f(v) + ajW(D) = gCt),

where U E [dl,; , t], v E [t, ClcH]' Then

(W(u) w(v)j(w(u) + w(v»)(f(u) - f(v» = 8, u < v.

Hence, (u, v) E T and by Lemma 2, [u, v] C [Ci , d;] for some t, which is a
contradiction.

The same procedure is applicable to the intervals [a, ( 1) and (ds , b].

LEMMA 8. AssumeJ, WEre and a> O. Define do = a-I and c3+-1 = b + 1.

(i) There exists dk ' satisfying dl,; < d/ < CNl, k = 1,2, ... , s such that
g(x) = g(dk) = YI,; for all x E [dl;: , d l,'] n [a, b] and g(x) > YI,; for all
x E (dl,;', b + 1] n [a, b].

(ii) There exists CI,;' satisfying dl:_l < Cit' < Ck, k = 1,2,... , s such that
g(x) = g(c,,) = Yk for all x E [CI,;', Ck] n [a, b] and g(x) < Yk for ali
x E [a - 1, CI,;') n [a, b].
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Yk = g(Ck) = j(Ck) - B/w(ck) < j(Ck) + B/W(Ck),

Yk = g(dk) = j(d,,) + B/w(dk) > j(dk) - B/w(dk),

Define

Ek = {x E [dk , CkH] n [a, b]: j(x) - B/w(x) > Yk},

Fk = {x E [dk- 1 , Ck] n [a, b]:j(x) + B/w(x) < Yk},

d ' _ \inf E k , if E., ef= 0,
k - Ib + 1/2, otherwise,

k = 1,2,... , s,
(3.4)

k = 1,2,... , s.

k = 1,2,... , s,

k = 1,2,... , s,

, _ \supFk ,

Ck - la - 1/2,
if F k ef= 0,

otherwise.

Note that E k ef= 0, k = 1,2,... , s - I and Fk ef= 0, k = 2, 3, ... , s. By the
continuity off and lV, (3.4) and the fact that Yk < Yk+l we have,

Yk = j(dk') - B/w(dk'),

Yk = j(Ck') + B/w(ck'),

if E" ef= 0,

if F k 7"~ 0.

The assertions of the lemma then follow from the continuity off, wand the
definitions ofg and g.

LEMMA 9. Iff, ware absolutely continuous, then g and g are absolutely
continuous.

Proof We show thatg is absolutely continuous; the proof for g is similar.
The hypothesis of the theorem implies that h = f - B/w is absolutely
continuous and given E > 0 there exists 8 > 0 such that for every finite
collection {(x;, Yin of nonoverlapping intervals (Xi, Yi) C [a, b] with
E i 1 Yi - Xi I < 8 we have

Ei I h(Yi) - hex;)! < E.

Suppose now that {(Xi, Yin is a finite collection of nonoverlapping intervals
such that (Xi, Yi) C [a, b] for all i. We show that there exists a finite collection
{(x;', Y;')} of nonoverlapping intervals such that (x;', Y;') C (Xi' Yi) for all i and

Ig(Xi) - g(Yi)1 ~ I h(x;') - h(y;')[. (3.5)

Absolute continuity of g will then follow. Suppose g(x;) = g(Yi); then let



ISOTONE OPTIMIZATION, I 157

x: = Xi and Y/ =)'i. Clearly (3.5) holds. Now suppose that g(x) < g(Yi"
Since g(x) = maxZE[a,,,J h(z) we have

g(Yi) = max{g(xi)' max h(z)}.
- - ZE[XiIYi]

Therefore, there exists y/ satisfying Xi < y/ :s:; Ji such that g(Yi) = hey/i.
Again, lI(z):S:; g(Xi) < g(Yi) for all Z E [a, Xi]' Hence, there exists Xi"

Xi :s:; x/ < Y/ < Yi such that g(x;) = hex;') and again (3.5) holds ill thi5
case.

We now proceed to the proofs of Theorems 2 and 3. They follow directly
from the lemmas we have proved.

3.5. Proof of Theorem 2. (A) Since f, WE 'ff, by Lemma 4, g and g E 'ff
and (2.3) holds. Relation (2.4) and other properties of the intervals [Cl.- , rid.
as well as (2.7) follow from the results of Section 3.3. Relations (2.5), (2.6)
and (2.8) are the results of Lemmas 5 and 7,

(B) This part is the result of Lemma 9.

3.6. ProofofTheorem 3. Combining the results of Lemma 5 and Lemma 8
we have with Yo = g(a) and Ys+l = g(b),

and

and

XE rck , rid n [a, bJ
x E (dk', ekE) n [a, bJ.

X E (d", C~+l) n [a, bJ,
x E [c~'+l , dler1 ] n [a, bJ.

(3.6)

(3,7)

The expressions (3.6) and (3.7) together with the contents of Lemma 7
allow us to determine a k E j! n Yfro such that k(x) = Yk for aU x E [ck , die},
k = 1,2,..., sand k(x) E [g(x), g(x)] for all X E [a, bJ - U~~l [c/;;, dk]' Thus
g :s:; k :s:; g and it follows from Theorem 1 that Ilf - k ii," = e.

An explicit expression for such a k E J( n CCro may be obtained by
convolving the continuous function g with a Friedrich's Mollifier function
(see Morrey [4]). A nonnegative, infinitely differentiable function ep defined
on the real line is called a mollifier function if its support (i.e., the set of
points on which the function is nonzero) is contained in (0, 1) and
J~ ep(t) dt = 1. Let Yo = g(a) and YS+1 = g(b). Define the sets

k = 0, 1,2, ... , s,

!
g(a),

g'(x) = g(x),
g(b),

Let elk = inf A k , with the understanding that inf 0 = -+- 00. It will be shown
later that (X/;; > 0 for all k. Let (X = min{l, {<XkH~o} > 0 and define

if x EO (-00, a)
if xE[a,b]
if x E (b, 00)



158

It is easy to see that
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g(x) ~ g'(X + at) ~ g'(x + a) ~ g(x)

for all x E [a, b], all t E [0, 1]. We now define

(3.8)

k(x) = rg'(x + at) <p(t) dt,
o

xE[a,b].

Then k E Jt and using (3.8) we conclude that g(x) ~ k(x) ~ g(x) for all
x E [a, b]. Also k E C(jro (see Morrey [4]).

We now show that a/,; > 0. From (3.6), (3.7) we conclude that AI,; =f=. 0
for k . 1,2,... , S - I and we first consider these cases. If Yk+l > (y) =

g(x) > Y/,; , then Y E (dl,;', c/,;+l), x E (d/,; , C~+l)' and Y - x > 0. If a/,; = 0, then
we can extract convergent sequences Yn E (d/,;', c/,;+1), X n E (d/,; , c~+l) such that
Yn -+ y* E [d/,;', c/,;+l], Xn -+ x* E [d/,;, c~+l] and (Yn - xn) -+ (Y* - x*) = 0.
Thus x* E [d/,;', c~+l]' Continuity of g, g gives g(x*) = g(x*), which by (2.5)
implies that x* E P. But since [d/,;', c~+l] () P = 0, a contradiction results.
Hence a/,; > 0. Now if Ao = 0, then ao = +00. If Ao =f=. 0, then there
exists Y such thatg(y) < Yl • From (3.7) we conclude that a < cl '. If ao = 0,
then as before by considering convergent sequences, a contradiction is
reached. Hence ao > 0. The proof for as is similar.
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